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ABSTRACT

Asch’s [2] conformity experiment has shown that people are prone
to adjusting their view to match those of group members even
when they believe the answer of the group to be wrong. Previous
studies have attempted to replicate Asch’s experiment with a group
of robots but have failed to observe conformity [7, 25]. One expla-
nation can be made using Hodges and Geyers work [17], in which
they propose that people consider distinct criteria (truth, trust, and
social solidarity) when deciding whether to conform to others. In
order to study how trust and truth affect conformity, we propose
an experiment in which participants play a game with three robots,
in which there are no objective answers. We measured how many
times participants changed their preliminary answers to match the
group of robots’ in their final answer. We conducted a between-
subjects study (N = 30) in which there were two conditions: one
in which participants saw the group of robots’ preliminary answer
before deciding their final answer, and a control condition in which
they did not know the robots’ preliminary answer. Participants
in the experimental condition conformed significantly more (29%)
than participants in the control condition (6%). Therefore we have
shown that groups of robots can cause people to conform to them.
Additionally trust plays a role in conformity: initially, participants
conformed to robots at a similar rate to Asch’s participants, how-
ever, many participants stop conforming later in the game when
trust is lost due to the robots choosing an incorrect answer.
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Figure 1: In this experiment, participants play a game with three
MyKeepon robots. In the game, participants are given opportunities
to change their answer, and often show conformity to the group of
robots.

1 INTRODUCTION

“Conformity refers to the act of changing one’s behavior to match
the responses of others” (page 606)[9]. One of the most foundational
psychological studies measuring conformity was performed by
Asch in the 1950’s [2]. When individually asked to answer a very
simple perceptual question (identifying which line out of a set
of lines matched another line in length), participants answered
correctly 99% of the time. However, when placed second to last in a
group of confederates, if the confederates unanimously verbalized
an incorrect answer before them, the participant would choose the
same incorrect answer 37% of the time.

Shiomi et al. and Brandstetter et al. attempted to replicate the
Asch paradigm with robot confederates instead of humans [7, 25],
but neither study was able to show conformity to a group of robots.
Possible reasons suggested for the lack of conformity included
lack of a social relationship between the participant and robots,
participants not viewing the robots as authoritative entities, and
the robots not being human-like enough [7, 25].

These results are somewhat surprising, as research has shown
that individual robots are capable of persuading people. Siegel
et al. showed that participants voluntarily donated money to a
persuasive robot [27]. Another example of persuasive robots can
be seen in research conducted by Chidambaram et al., in which
participants comply with a robot’s suggestions when playing a
game [8]. Additionally, in cases such as lexical entrainment, the
influence of robots can persist even after the interaction ends [6].
It is therefore unexpected that groups of robots fail to provoke
conformity in their interactions with people.
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Hodges and Geyer [17] offer one possible alternative interpre-
tation of Asch’s conformity experiment, in which they propose
that participants were constrained by multiple influencing factors
including trust, truth, and conformity. They argue that participants
were placed in a challenging situation in which they had to trade-
off their trust in the group members, their desire to give a truthful
answer, and the pressure to conform to the group. They support this
argument by pointing out the time-varying nature of participant
responses, often interweaving correct (non-conforming) answers
with false (conforming) answers, and the overall low conformity
rate (37%).

Robots cause less social pressure then humans and their level of
trustworthiness is unclear when compared to a person. We propose
to unravel the interplay between trust, truth and conformity in
human-robot groups by changing the task to one where there is no
obvious objective truth, and therefore analyze the effect of trust in
the interaction.

2 BACKGROUND

In this section we will review relevant literature on conformity
research in psychology, conformity with robots, and research con-
ducted with multiple social robots.

2.1 Conformity

Conformity is defined as changes in one’s behavior to match the
behavior of the rest of a group [9]. Asch conducted a series of ex-
periments [2], in which he showed that humans conform to the
answers of a group. In the experiments, participants would com-
plete a visual task where, given a picture of a line, they were asked
to choose a line of equal length out of three options (Figure 2).
Out of 18 rounds, 12 were critical rounds, in which six to eight
actors would say the wrong answer out loud and afterwards the
participant would choose an answer. The correct answer was fairly
obvious, and when working alone, participants answered correctly
99% of time. However, when participants were placed in a group
of actors who all chose the equivalent wrong answer, the partici-
pant would conform to the group, answering incorrectly in 37% of
the rounds on average. Asch conducted additional experiments [2]
varying the number of trials, the number of actors, and the ambi-
guity of the lines. He concluded that in all the different variations,
people consistently conformed to the group. Asch believed that
people disregard answering questions correctly in order to answer
in accordance with a group due to the perceived social pressure par-
ticipants feel from the actors. This made them not want to answer
differently from the rest of the group.

Asch’s participants were likely acting due to peer pressure. But
other reasons for conforming to a group exist. Deutsch and Gerard
suggest two main reasons as to why people conform to a group:
normative conformity and informational conformity [11]. Norma-
tive conformity pertains to peer pressure, or the conformation to
the expectations of others. Informational conformity is conformity
due to uncertainty about one’s own answer or behavior.

2.2 Human Conformity in Robotics

Similar experiments were conducted by Beckner et al. and Brand-
stetter et al. where conformity was tested with both a group of
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Figure 2: In Asch’s conformity experiment, participants were asked
to match the length of the left line to the right lines [22].

robots and a group of human actors [4, 7]. In addition to the tradi-
tional Asch conformity line test, they also tested verbal tasks (de-
termining verb tenses). In both tasks, four NAO Aldebaran robots
all stated the same wrong answer in certain rounds. Although the
study did show conformity with human actors, it did not show con-
formity with a group of robots. It also did not achieve significant
differences between the robot condition and a baseline (participants
would press a button instead of saying it out loud).

Shiomi and Hagita also tested conformity with robots [25]. Us-
ing Asch’s line task with groups of robots, in which 12 out of the
18 rounds they measured participant’s decision to conform to the
robots. They had two different conditions: one in which the robots
all synchronized their actions, looking first at the previous robot
and then at the next robot before giving the answer, and a second
condition where the robots did not synchronize their actions. Nei-
ther approach resulted in significant conformity when comparing
to an alone condition where the participant was the only person to
respond to the line comparison task.

People’s tendency to conform to humans did not extend to robots
in these previous studies. However research has shown that robots
are capable of changing people’s behavior using persuasion. Robots
have been able to persuade people using verbal comments, body
language and gaze [8, 14]. Examples of robots persuading people can
be seen in education [5], in motivating people [23], in health self-
management [21], in energy conservation [15] and in advertisement
[26]. Similar to persuasion, conformity causes someone to change
their behavior but without showing direct intent to do so. Singular
robots can cause persuasion, but it is still unclear if multiple robots
cause conformity.

2.3 Groups of Robots

Preliminary work has been conducted focusing on how people
engage and perceive groups of robots. Fraune et al. analyzed how
people respond to videos of single versus groups of NAO robots,
iCreate robots and Pleo robots (which are dinosaur-like robots) [13].
Their results show that participants had more negative responses
(such as feeling more threat, anxiety and lack of trust) to groups of
iCreate robots compared to individual iCreate robots. But on the
other hand, when interacting with a more anthropomorphic robot,
participants had more positive responses to groups of NAOs rather
than individual NAOs. There wasn’t a large difference in response
when interacting with individual or groups of Pleos.



Admoni et al. compared perceptions of robot members belong-
ing to either minority or majority groups of robots[1]. Participants
evaluated videos of robots which would either be dancing along
with the rest of the group, or would be dancing differently to the
rest of the group. Robots that were dancing differently than the
group were rated as more creative, more anti-social and less co-
operative, compared to robots who danced along with the group.
Demonstrating a similar result, Fraune et al. showed that people
preferred groups of diverse robots over homogeneous groups of
robots, and found the diverse groups less threatening [12].

Other studies involving multiple social robots were conducted
on teaching emotional understanding to children [19] and [20].
Nawroj et al. studied the effects of mimicry, appearance and gaze
in establishing social groups of robots [24]. Limited research so
far has been conducted on evaluating how people interact with
groups of social robots. In this paper, we aim to explore the effect
that multiple robots cause on human behavior, and whether they
are capable of changing people’s behavior.

3 METHODOLOGY

Hodges and Geyer suggest that situations such as the one presented
to participants in Asch’s experiments made participants need to
trade off on truth, trust and social solidarity [16, 17]. The truth as-
pect pertains to wanting to maintain a view that is accurate to what
one believes, trust pertains to how reliable the other sources are
believed to be and social solidarity pertains to incorporation of both
one’s own view and other people’s views when choosing answers.
In this study we focus only on trust and truth and how they relate
to conformity, as we believe social solidarity to be more relevant
when the group needs to reach consensus such as collaboration
scenarios.

It is likely that the previous studies with robots did not show
conformity because the tasks had a clear correct answer. Thus
when the robots chose an obviously false answer, the truth aspect
overpowered the values of trust and social solidarity. This study
separates the truth aspect so we have a clearer understanding of
how the role of trust effects conformity.

In our experiment participants play a game with three robots in
which there is no obvious correct answer. This means that prior
knowledge is not a factor, and the answer is inherently subjective.
We are also using a two-stage round in which the participant gives
an initial and then final answer. This mechanic permits us to directly
measure when they change their mind, and allows us to manip-
ulate the robot’s answers depending on the participants answer
in order to maintain consistency across participants. A game with
answers that are unknown to the participant beforehand is more
likely to induce conformity than past studies. Additionally, we are
interested in how the performance history of the robots effect the
decision of the participants when deciding to conform or not. Does
the decision of conforming to the robots stay consistent during
the interaction, or does the performance of the robots determine
whether participants conform?

There are two hypotheses for this study:

Hypothesis 1: When provided with the opportunity to conform
without providing an obviously false answer, participants will con-
form with a group of robots at a rate similar to the original Asch
participants.

Hypothesis 2: When the performance of a group of robots de-
grades, participants conform less often to the the answers of the robots.

In this study, we do a between-subjects human subject experi-
ment in which there are two conditions:

¢ Experimental Condition - Participants in this condition
can see the robots’ initial answer in anonymous form. That
is, they can can see how many robots chose a certain answer,
but not exactly who chose which answer. After participants
select their final answer, they see everyones individual final
answer.

e Control Condition - Participants do not see the initial an-
swers of the robots. They will only see everyones final an-
swers.

The second condition is a baseline condition, in which we are
testing how often participants change their answers without extra
information, and also whether the robot’s actions or utterances are
causing them to change their answers.

3.1 Participants

30 participants were recruited of which 11 were male, and 19 were
female, with average age 27 years old (SD = 9.6). Most of the par-
ticipants were students from a local university and people from
its surrounding town. Participants were randomly distributed be-
tween conditions: 15 participants (5 male, 10 female) were in the
experimental condition, and 15 participants (6 male, 9 female) were
in the control condition. They signed a consent form agreeing to
participate in the study, and received five dollars compensation for
their time. The game with the robots and the questionnaire took
approximately 30 minutes.

3.2 Procedure

3.2.1 Cards. Participants played a modified version of the card
game “Dixit” with the robots. Instead of using physical Dixit cards,
they were digitalized and were shown on the participants tablet
(examples of Dixit cards used in this experiment can be seen in
Figure 3). In each round of the game, the participant and robots are
shown six cards, each depicting a whimsical drawing.

3.2.2 The sequence of the task. At the beginning of the session
the participant played a tutorial round with the robots, in which
the game was explained in detail. The experimenter then left the
room and the participant played 20 rounds of the game with the
group of robots. The sequence of what happens in each round can
be seen in Figure 3. Each round proceeded as follows:

(1) A word is given to the participant.

(2) The participant chooses the card that best represents the
word out of six cards.

(3) In the experimental condition, how many times each card
was selected is shown on a shared screen. In the control
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Figure 3: (1) A game master robot gives a word, (2) the participant chooses the card that best corresponds the word on their tablets, (3) the
robots and participants anonymous answers are shown in the form of red “X’s”, (4) the participant chooses their final answer, (5) the game
master gives the correct answer, (6) the robots and participants final answers are shown by having their name on top of the card they chose

on the shared screen.

condition, only the cards are shown on the screen. The dif-
ferences between the conditions can be see in Figure 4.

(4) The participant may choose to change their answer to one
of the other six cards (for the same word).

(5) The correct answer is given.

(6) The robot’s and participant’s answers are shown publicly to
everyone.

After the participant has played 20 rounds with the robots, they
complete a post-experiment questionnaire which is detailed in Sec-
tion 3.5.

3.2.3  User Interfaces: Tablet and Shared Screen. There were two
different user interfaces used in the study: the tablet user interface,
and the shared screen. The participant and each of the robots have
their own tablet on which they choose their preliminary and final
answers for the current word (Figure 3 - (2) and (4)). When the
participant is not selecting an answer, the tablet will have a blank
blue screen.

There is also a shared interface which is visible to the participant
and to all the robots, which we call the shared screen. The shared
screen shows videos of a fourth robot called the game master,
which gives the word at the start of each round and will also provide
the correct answers at the end of each round (Figure 3 - (1) and
(5)). Additionally the shared screen shows the anonymous answers
in the experimental round (Figure 3 - (3)), and each of their final
answers in both conditions (Figure 3 - (6)).

The shared screen facilitates social pressure on the participant as
the participant and the robots will all be looking at the same screen.
The participant will feel as if the robots clearly can see when the
participant chose a different answer than them, thus participants
may feel peer pressure from the group.

3.24  Preliminary Answers and Final Answers. The difference in
the two conditions resides in how the preliminary answer of the
participant and robot is shown. In the experimental condition, each
of the six cards is shown on the shared screen and red “X’s” indicate
how many people/robots chose that card. For example in Figure
4a, three people/robots chose one card, and the other person/robot
chose a different card, but no information is given about which red
“X” corresponds to whom. In the control condition, no information
is given about each of the preliminary answers, instead they are
just shown a screen with the cards (Figure 4b) and are asked to
select a final answer.

After the participant selects their final answer, all of the answers
will be publicly shown on the shared screen. The names of the
robots and the name of the participant will appear on top of the
card they chose. Both the control and the experimental condition
will see everyone’s final answers.

3.3 Rounds

Participants played a total of 20 rounds with the robots, in which the
word and the specific cards for the round were chosen beforehand.
There were varying types of rounds to make the game feel realistic.
There are rounds when robots change their answers to show that
it is permitted to change their answer; likewise, there are rounds
where robots do not change their answers, to show that it is also
permissible to choose their original answer. Table 1 shows the type
of each round. The rounds corresponded to the following types:

e Unanimous Rounds - The answer is fairly obvious, and all
the robots choose the same answer in both the preliminary
and final round. The participant is also expected to choose
this answer.

e One Robot Converges - Two robots choose one answer
(usually the same as the participant) and the third robot



(a) Preliminary answers - Experimental Con-
dition

(b) Preliminary answers - Control Condition

Figure 4: The preliminary answers of the robots in the experimen-
tal and control conditions. In the experimental it is visible to the
participant exactly which cards are chosen and how many robots
chose each card in the form of red “X’s” on top of the cards. In the
control condition, no information is given about which cards were

chosen.

chooses a different answer in the preliminary round and
converges to match the rest of the group for its final answer.

e Two Robots Converge - One robot chooses the same an-
swer as the participant and the other two choose a different
answer. The two differing robots change to conform with
the participant and other robot.

e One Robot different - One robot is different from the three
others (two robots and participant) and it does not change
its answer.

o All different - All the robots choose a different answer from
each other. In some of the rounds one of the robots might
overlap with the participant’s answer.

e Critical Rounds - All the robots choose the same opposing
answer from the participant. These are the rounds in which
we are testing conformity.

Out of the 20 rounds, six are critical rounds. In these rounds,
the three robots are programmed to unanimously choose a different
reasonable answer opposing the participant’s answer. For example:
if both cards one and two are reasonable answers for a word - when
the participant chooses card one, then all the robots will choose
card two, and vice versa. The six critical rounds where the robots
unanimously diverge their answers, are the rounds in which we
will observe whether people conform to robots and can be seen
in Table 2. In three of the six rounds the participants initial guess
would be right, and in three of the rounds, the robot’s preliminary

Round Numbers Type of Rounds
1,3,6,8,14,18 Unanimous Round
24 One Robot converges
11,19 Two Robots Converge
12 One robot different
7,15,17 All different
5,9, 10, 13, 16, 20 Critical Round

Table 1: The round number with their type of round.

guess would be correct. We keep this balanced to prevent partici-
pants from believing that the robots are always correct or always
incorrect.

3.4 Keepon Robots

As shown in Figure 5, we used three MyKeepon robots, the consumer-
grade version of a research robot called Keepon Pro [18]. The My-
Keepon robot is a 15cm snowman-shaped robot with a foam exterior
which was manufactured originally as a toy for young children but
then modified by researchers for greater control and configuration.
It has a flexible body with four degrees of freedom (pan, roll, tilt,
bop). Each of the robots has a unique name, a different recorded
voice and is dressed differently so they appear to have different
personalities. During the rounds in which we are testing for confor-
mity, the robots do not say anything to avoid a confound by direct
verbal persuasion by the robots.

We chose three robots as a group size, because three people/robots
are the minimum number of individuals usually considered to form
a group. Asch found that increasing group size increased confor-
mity, but found few differences when the group exceeded three
confederates [2]. Of the four robots used in the study (three robots
playing the game and one game master robot), we arbitrarily set
the game master to be female and balanced the genders of the three
remaining robots (two male and one female). The robots are seated
around the table with the participant, and each robot has their own
tablet to appear as they are playing the game with the participant.

Figure 5: In this human subjects study, a human participant interacts
with a group of MyKeepon robots. Each of the robots is dressed
uniquely and has a different voice.



Round Word Correct Possible Solution Images
5 Escape Robots
9 Irony  Robots

10 Beauty Human

13 Immense Human

16 Control Robots

20 Lonely Human

Table 2: The critical rounds numbers, with their words, who was
correct in the preliminary rounds and their two reasonable picture
answers.

3.5 Measures

Our two main types of measures were: critical round data, which
is the data collected automatically during the interaction with the
robots; and questionnaire data which participants answered after
playing the game with the robots.

3.5.1 Critical Rounds. Our main measurement is how often par-
ticipants change their answers to the answer of the group of robots
in the six critical rounds (in these rounds we measure conformity).
Additionally, we measured how often participants continue con-
forming to the group in the next critical round, depending on if they

got the answer right or wrong when conforming in the previous
critical round.

3.5.2 Questionnaire. After playing the game with robots, the
participants completed a post-experiment survey. The survey in-
cluded part of the Godspeed questionnaire [3] with questions that
assessed the robots’ animacy, intelligence, and likability on a 5-
point Likert scale. The survey also asked the participants to rate
the following on a Likert scale from 1 (agree) to 5 (disagree): 1) the
robots are better at playing this game than me and 2) I felt pressure
to change my answers because of the robots.

The last question asked for an open-ended response: “Did you
ever change your answer because of the robot and why?” We coded
the open ended question answers into four different categories:

e No - The participant stated that they have never changed
their answer because of the robots.

o Peer pressure - The participants says they changed their
answer due to perceived peer pressure, or not wishing to be
different from the rest of the group.

¢ Robot Intelligence - They changed their answer either
because they believe the robots to be smarter than them,
or because they mention the group being better than them
individually.

e Other - They stated other reasons.

The data was categorized into these different types of answers,
for us to be able to distinguish if participants were more prone to
informational conformity or to normative conformity.

4 RESULTS

Our main goal was to analyze whether the experimental group
conformed significantly more than the control group, that is: people
who can see the robots’ anonymous answers will change their
answers to match the robots significantly more than when they can
not see the robots anonymous answers.

4.1 Human-Robot Conformity

4.1.1 Critical Rounds. The main metric was whether partici-
pants conformed to the consensus of the group of robots during
the six critical rounds. On average participants conformed a higher
percentage of the time in the experimental group (M = 28.9%,SD =
23.9%) compared to the control group (M = 5.6%,SD = 12.1%).
The difference was statistically significant using a mixed model
Analysis of Variance (ANOVA) test (p = 0.002). The results can be
seen in Figure 6. Additionally 66% of participants in the experimen-
tal condition changed their answers to match the robots at least
once. Only 20% of participants in the control condition changed
their answers in critical rounds at least once. In the experimental
condition 46% of changes were made in critical rounds versus 16%
in the control condition.

In these results we see strong indications that people do conform
their answers to match those of the robots in the critical rounds.
They change their answers significantly more when knowing the
robots’ answers, than when they do not know the answers. Asch’s
participants conformed on average in 37% of the rounds, and par-
ticipants in our study conform on average in 29% of the rounds.
Therefore we have evidence to support that Hypothesis 1 is true:
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Figure 6: This graph shows the percentage of critical rounds
with changed answers. Participants in the experimental condition
changed their answers 29% of critical rounds, and participants in
the control condition changed in 6% of the critical rounds.

when provided with the opportunity to conform without providing
an obviously false answer, participants will conform with a group of
robots. Our rate of conformity (29%) is similar, though not identical,
to the rate Asch observed (37%).

4.1.2 Questionnaire. There was no significant difference be-
tween conditions in the ratings of animacy, likeability and intelli-
gence that participants attributed to the robots. There were also
no significant differences in conformity when comparing genders
of the participants (p = .327). However, participants in the exper-
imental condition reported feeling more pressure by the robots
(M = 2.73,5SD = 1.334), compared to the control condition (M =
1.6,SD = 0.828). The difference was significant (p = .009). There
was also a correlation between reporting pressure to change and
critical round changes. Using Pearson Correlation, they were mod-
erately positively correlated (R = 0.6305, N = 15,p = 0.012).

The last question asked if they ever changed their answers be-
cause of the robots and why. 15% of participants in the experimental
condition report that they were not influenced by the robots, and
the remaining 85% responded positively to changing their answers
because of the robots. In the control condition, 33% changed be-
cause of the robots, and the remaining 67% did not report changing
because of the robots. For example one participant wrote that "Once
(I changed my answer) because I wasn’t sure and they all seemed
sure". Another participant wrote: "Yes, because I was on the fence
and their answers made me reconsider. I assumed I wouldn’t be
the lone right one". Another one wrote: "Yes, from life experiences,
majority is usually correct”. On the other hand, one participant
did report purposefully going against the robots: "I once or twice
changed my answers to go against the robots because I was feeling
manipulated".

4.2 Trust and Conformity

When a participant in the experimental condition conformed to
the robot group, and later found out that the robots were wrong,
they rarely conformed to the robots again. Table 3 shows whether
participants conformed to the robots in the following round de-
pending on if they got the answer correct and if they conformed in
the prior round. As the table shows, when the participant does not
change their answer in the prior round, they will usually continue

conformed | did not conform
changed answer - right 55% 45%
changed answer - wrong 29% 71%
not change - right 25% 75%
not change - wrong 26% 74%

Table 3: Percentage of time participants in the experimental con-
dition conformed in the subsequent round depending on if they
changed in the prior round and if they got the question right or
wrong.

No | Peer Pressure | Intelligence | Other
Experimental | 15% 0% 69% 15%

Control 67% 0% 13% 20%
Table 4: This table displays the reasons why participants changed
their answers in the different conditions.

not changing their answers in the following round independent
of getting it right or wrong. When conforming with the robots,
and getting it right, they are a little more likely to conform also
in the next round. But once they conform, and get it wrong, they
will be unlikely to conform in the next round. Additionally 56% of
participants which conform and get it wrong, never conform to the
robots again.

This is also supported by the questionnaire responses. Multiple
participants mentioned that they initially decided to conform to the
robots, but then stopped conforming when they saw that the robot
did not achieve the correct answer. For example, one participant
wrote: "Initially, because I thought robots would be good (at this
task) and I went with the majority view. Later I completely disre-
garded the robots answers as they were mostly wrong anyway."

This result shows that we have evidence that indicates Hypoth-
esis 2 is true. Upon observing the robots fail by selecting the incor-
rect answer, the participants lower their conformity rate. Addition-
ally the majority of participants never conform to a robot’s answer
again after the robot made a failure.

5 DISCUSSION

In this section we will discuss our measures of conformity, the
reasons participants changed their answers, and show the role that
truth, trust and conformity play.

5.1 Is this really conformity?

One of the main questions that arises is if this can really be con-
sidered conformity? The reason this question emerges is because
different psychologists have different definitions for conformity.
If we use Cialdini and Goldstein’s [9] definition, then people do
indeed conform to the robots because participants changed their
responses to the group response on several occasions. Other psy-
chologists define conformity as yielding to the pressure of a group
[10], but in our study we do not have definite proof that participants
are acting due to group pressure. In this paper we have used the
former definition of conformity which states that conformity is
when one changes their behavior to match the groups behavior.



5.2 Why do people change their answers?

Deutsch and Gerard propose two different reasons why people
conform: normative conformity which is due to peer pressure, and
informational conformity in which people conform because they
are uncertain themselves [11]. In Asch’s experiment the most likely
reason participants were conforming to the group was due to peer
pressure because in the rounds participants conformed, they were
aware the answer was incorrect and answered incorrectly nonethe-
less to be part of the group. In this section we give an analysis
studying whether normative conformity or informational confor-
mity plays a larger role in people conforming to robots in the
scenario of playing a game with no absolute correct answer.

One indicator of informational conformity was observed on
critical round 16, in which none of the participants changed their
answers to match the robots. The word was control and all of the
participants chose the same answer (the card with a hand holding
a tornado). This shows that when the question was less ambiguous,
the participants would refuse to conform to the robots. This is an
indicator peer pressure alone would not cause robot conformity.
However the participants did report pressure to change in their
questionnaire responses. As seen in the results, there was a positive
correlation between critical round changes and reporting feeling
pressured by the robots. Therefore this indicated that participants
did feel some amount of peer pressure.

On the questionnaire we asked each participant an open ended
question: "Did you ever change your answers because of the robots
and why?". We have coded each participants answer into different
categories: No (didn’t report changing answer due to robots), due to
peer pressure, due to robot intelligence, and others. As can be seen
in Table 4, the majority of participants in the control group stated
that they never changed their answers because of the robots (67%).
Participants in the experimental condition however often stated
that changed their answer either because they believe in strength
of numbers or because they believed the robots were smarter than
them (69%). 15% stated the robots did not influence their answers.
But no participants reported feeling pressured by the robots.

In our study both peer pressure and robot group intelligence
appear to play a role in participants changing their answers to the
groups answer. But evidence (not conforming on a less ambigu-
ous round and few participants reporting feeling pressured by the
robots) suggests that most of the participants were acting on in-
formational conformity, that is: conforming because they group
provided information when they were unsure of their own answers.

5.3 Interplay between truth, trust and
conformity

The relationships between truth, trust, and conformity are central to
our analysis. Truth pertains to an individual’s degree of confidence
in their answer and their desire to give a correct answer. Trust, on
the other hand, we define to be how confident an individual is in
the abilities of the other members of the group. Trust is especially
relevant to informational conformity (conformity due to uncertainty
in owns answer). The level of expertise other members have in the
topic heavily influences in your decision to conform, because you
trust they have more knowledge in the answer than yourself.

In Asch’s experiment, participants had both very high confidence
in their own answers (truth) since it was a simple line length com-
parison task and a high confidence in the abilities of their cohort
(trust) since they were all students of the same university. Therefore
when the cohort chose an obvious false answer, the values of trust
and truth came into conflict as they were aware that the answer of
the group was incorrect, and it resulted in participants switching
between the true answer and conforming with the group. Previous
robotic studies which followed Asch’s protocol placed participants
in a situation where they had the same confidence in their own
answers (high truth) but less certainty in the abilities of their robot
partners (low trust). We propose the reason that participants did
not conform to the group of robots was due to the combination of
an uncertain level of trust in the robots and the obvious incorrect
answer chosen by the robots.

In our study, we chose a task which has no known truth value,
which allowed us a better understanding of how the role of trust
effects the interaction. At the beginning of the session, participants
were likely to be unsure of how much trust to attribute to the robots.
We propose that the union of the unclear levels of trust attributed
to the robots, in addition to a task without a clear answer, were the
cause of a moderate amount of conformity of the participants in
our study. Additionally we believe that when the trust in the robots
was lost (upon seeing the robots choose an incorrect answer) it
caused the participants to mostly stop conforming to the robots.
In summary, this study proposes that when given a task where
the correct answer is not known beforehand, the conformity rate
depends on the level of trust attributed to the robots.

6 CONCLUSION

Previous studies have shown that people will change their answers
or behaviors to match those of a group. Asch’s conformity exper-
iment [2] showed that people conform even when they disagree
with the correct answer. Our primary objective was determining if
this extends to groups of robots. Previous research did not show
conformity with groups of robots when playing a game with an
obvious correct answer [7, 25]. Therefore we tested if participants
conform to robots when playing a game where there is no objective
correct answer.

In this paper we have shown that people will change their an-
swers to match those of the robots in around a third of the rounds
of a our game, and the result is statistically significant compared to
a baseline. The reason they conform is likely due to informational
conformity: they believe the robots may be better at the task than
them. But once participants lose trust in the robots, they also cease
to conform to the group of robots.
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